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Abstract: An image can be described by an array of m×n pixels. The value of the pixel lies between 0 
and 255. In this paper we compress an image by using newly defined Shepard kernel based fuzzy 
transform and also we reconstruct an approximation of the original image from the compressed image 
by using inverse fuzzy transform. The quality of the reconstructed image is judged by calculating the 
R.M.S.E. and P.S.N.R. with respect to the original image. 
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Introduction: In classical Mathematics, various types of transforms are introduced (e.g. Laplace 
transform, Fourier transform, wavelet transform etc.) by various researchers. In 2001 Irina Perfilieva 
introduced fuzzy transform in her paper [3]. Latter on fuzzy transform is applied in to various fields, like 
image processing, data mining etc in the papers [5, 10]. The fuzzy transform provides a relation between 
the space of continuous functions defined on a bounded domain of real line R and R

n
 .Similarly inverse 

fuzzy transform identified each vector of  R
n
 with a continuous map. The central idea of the fuzzy 

transform is to partition the domain of the function by fuzzy sets. 
Definition 1.1([6]): Let [a, b] be an interval of real numbers and  x1 < x2 < …< xn be fixed nodes within [a, 
b] such that x1 = a, xn = b and  n ≥ 2 .We say that fuzzy sets A1, A2, …, An  identified with their membership 
functions  A1(x), A2(x), ……,An(x)  and defined on [ a, b] form a fuzzy partition of [a, b] if they fulfill the 
following conditions for i = 1, 2, …, n . 
1. Ai : [a , b] →  [0 , 1],   Ai(xi) = 1. 

2. Ai(x) = 0 if  x Ï (xi ‒ 1 ,xi + 1) 
3. Ai(x) is continuous. 
4. Ai(x) is monotonically increasing on [xi–1,xi] and monotonically decreasing on,  [ xi , xi + 1]  

5. i(x) = 1, for all x. 

6. Ai (  x i – x) = Ai ( x i + x), for all x Î [0, h], i = 2,…,n ‒1, n > 2. 

7. A i + 1(x) = A i(x – h), for all x Î [a +h, b] , for i = 2, 3,…,n – 2, n > 2 . 
Where h is the uniform distance between two nodes. 
The shape of basic functions is not predetermined and therefore it can be chosen additionally according 
to further requirements. 
 
The following figure shows a fuzzy partition of the interval [−4, 4], with triangular membership 
functions. 
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The following expression gives the formal representation of such triangular membership functions. 
 

A1(x) =  

 

and for  .  
 

 Ai(x)   =  

 

 An (x)  =   

 
Fuzzy Transform: In this section we first give the definition of fuzzy transform given by Irina Perfilieva 
in 2006. 
 
Definition 2.1([6]): Let f(x) be a continuous function on [a , b] and A1(x), A2(x),…,An(x) be basis 
functions determining a uniform fuzzy partition of [a , b] .The n-tuple of real numbers  

[  ]   such that 

   =  ,    .          (1) 

will be called the F- transform of f w.r.t. the given basis functions. Real’s Fi are called components of the 
F-transform. 
 
Lemma 2.2([5]): Let  f   be any continuous function defined on [ a, b],but function  f  is  twice 
continuously differentiable in (a, b) and A1(x), A2(x),…,An(x) be basis functions determining a uniform 

fuzzy partition of [a ,b]. Then for each   

Fi =  + O(h
2
)   

Proof: Perfilieva (2004) . 
Now a question arises in the minds that can we get back the original function by its fuzzy transform. 
The answer is we can reconstruct an approximate function to the original function. For that purpose 
Perfilieva define inverse fuzzy transform. 
 
Definition 2.3([6]): Let A1, A2, …, An  be basic functions which form a uniform fuzzy partition of [ a , b] 
and f  be a function from c([ a, b]) . Let Fn[ f ] = [ F1, F2, …, Fn] be the  fuzzy transform of  f  with respect to 
A1, A2, …, An  . Then the function defined by 
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 =  

is called the inverse fuzzy transform of  f  with respect to A1, A2, …, An  . 
The following theorem shows that the inverse fuzzy transform can approximate the original continuous 
function f with a very small precision. 
 
Theorem 2.4([8]): Let f, be a continuous functions defined on [a, b]. Then for any ε > 0 there exist nε 

and a uniform fuzzy partition    of [a, b] such that for all x Î [a , b] 

 ≤   ε 

Note that the Theorem2.4 concerns the continuous, but now we will deal the discrete case, that is we 

only know that the function f assumes determined values in some points  of  . 
Assume that the set P of these nodes is sufficiently dense with respect to the fixed partition, i.e. for each 

 there exist an index, , such that . Then I. Perfilieva define the 

n-tuple  as the discrete fuzzy transform of f  with respect to  , where each  

 , is given as 

                  (2)  

for  . 
Similarly I. Perfilieva also define the discrete inverse fuzzy transform of  f  with respect to 

 to be the following function defined on the same set of points { } of : 

            (3) 

Analogously to the Theorem2.4, the following approximation theorem can be given: 
 

Theorem 2.5([7]): Let  be a function assigned on a set P of points   of . Then for 

every , there exist an integer  and a related fuzzy partition   of    such that, 

P is sufficiently dense with respect to  and for every ,  

         

holds true. 
 

Two Variable Fuzzy Transform: We will consider a rectangle  as a common 
domain of all real valued functions. The main idea consists in construction of two fuzzy partition one of 

 and another of .  
 

Definition 3.1 ([2]): Let a fuzzy partition of  be given by basic functions { } with 

nodes  and another fuzzy partition of  be given by basic functions 

{ }, with nodes   Then the fuzzy partition of is given by 

the fuzzy Cartesian product of { , with respect to the product t-norm of 
these two fuzzy partition. 
 

Definition 3.2 ([7]): Let a fuzzy partition of is given by { , and let 

. We say that a real matrix  given by 

 

                   (4) 

for   and  

is called the fuzzy transform of  f with respect to the given fuzzy partition. The reals  are called the 

components of the fuzzy transform of f. 
 

Definition 3.3([6]): Let a fuzzy partition of is given by { , and let 

. Let  be the fuzzy transform of f with respect to {

. Then the function  
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       (5) 

is called the inverse fuzzy transform of f  for two variables. 
 

Theorem 3.4 ([6]): Let f  be a continuous function defined on D. Then for any , there exist natural 

numbers n and m and a fuzzy partition {  of D such that for all 

 
 

 
 
In the discrete case, we assume that the function f  assumes determined values in some points  

 where  and  Moreover the sets, 

 msut be sufficiently dense with respect to the chosen partitions.  

In this case Perfilieva define the matrix  to be the discrete fuzzy transform of f  with respect to 

{ , where for each  and  

      (6)  

 

The discrete inverse fuzzy transform of f with respect to { , to be the 

following function which is defined on the same points with   

and   

     (7) 

 

Theorem 3.5([6]): Let  be a function assigned on the points with  

 and  Then for every , there exist two integers  with respect 

to the fuzzy partitions { , of D, such that the set of points 

 are sufficiently dense with respect to {

 and for every with   and  

 

holds true. 
 
Shepard Kernel based F-Transform: Shepard Kernels are well known functions in the field of 
numerical analysis. In the paper “Approximation properties of fuzzy transform”, by B. Bede and I.J. 
Rudas [2], a new type of fuzzy transform has been introduced by using Shepard kernels as basic 
functions, and named these transform as Shepard kernels based fuzzy transform. In this section we 
apply these new transform for approximating continuous function and study its applications for 
compression and decompression of gray image. 
 
The Shepard kernels basic functions are defined as follows: 
 

Definition 4.1 ([2]): Consider the closed interval , and a partition of these intervals { }, 

then Shepard Kernels  for  is defined as  

 

Where  is Kronecker’s delta and l is a parameter. 

One can check that the range of these Shepard Kernals functions is [0, 1]. Thus we can say that Shepard 
Kernels are fuzzy set defined on a closed interval. Also from the definition of the Shepard Kernels it can 

be shown that . These Shepard Kernels are continuous functions. Thus we can say that 
these Shepard Kernels satisfies the important properties of the fuzzy partition of closed intervals defined 
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in Definition1.1 except the support of the fuzzy set and B. Bede and I. J. Rudas shows that for proving the 
main theorem of fuzzy transform this property is not needed. 
 
Definition 4.2 ([2]): Let [a, b] be any closed interval and f(x) be any real valued continuous functions 

defined on [a, b] . Let  for  are the Shepard kernels defined on [a, b]. Then the n-tuple of 

real numbers [  ]   such that 

                 =  ,    .                                   

is  called the Shepard kernels based F- transform of  f  . Real’s Fi are called components of the Shepard 
kernels based F-transform. 
 
Definition 4.3([3]): Let A1, A2, …, Ak  be basic functions which form a fuzzy partition of [ a ,b] and f be a 
function from C([a, b]). Let Fk[f ] = [ F1, F2, …, Fk] be the Shepard kernel based fuzzy transform of f with 
respect to A1, A2, …, Ak  . Then the function  

fF, k(x) =  
is called the inverse Shepard kernel based fuzzy transform. 
Now we state the main important theorem of this section. 
 
Theorem 4.4: Let f  be a continuous functions defined on [a, b]. Then for any ε > 0 there exist nε and a 

Shepard kernel based fuzzy partition A1, A2, …, Ak   of [a, b] such that for all x Î [a ,b] 

  ≤   ε . 

The proof of the above theorem is similar to the proof of Theorem 5.2 in [2]. 
 

Example 4.5: Consider the closed interval [0, 4] and let f be a function defined on [0, 4] as 

. We approximate these functions by using Shepard kernel based fuzzy transform. We consider a 

partition {0, .5, 1, 1.5, 2, 2.5, 3, 3.5, 4}.  Then the graph of the Shepard kernel basic functions taken l=3 is 
given below: 
 

 
Figure 4.1: Shepard Kernel Based Fuzzy Partition of the Closed Interval [0, 4] 

 

Now we have to evaluate the Shepard kernel based F-transform components of the function 

, with respect to the above Shepard kernels fuzzy partition. We evaluate these components by 
using software MATLAB and the corresponding values are 
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Now by using Definition3.3 we evaluate the inverse Shepard kernel based fuzzy transform and the graph 
of these approximated curve and the original curve is given below, where red graph is the original curve 
and blue graph is our approximated curve: 

 
Figure 4.2: Graph of the Exact Function and The Graph of the Approximated Function 

 
From the above figure we can see that the Shepard kernel based fuzzy transform approximates 
continuous functions very much accurately.  
 
Two Variable Discrete Shepard Kernel based F-Transforms: 

Definition 5.1.: Let a function  be given at nodes , where 

 . Let  are the Shepard kernel based fuzzy partition of , and 

 are the Shepard kernel based fuzzy partition of , where . 

Then the components , defined for each  and  as,  

           (8) 

is called the discrete Shepard kernel based fuzzy transform of   

Definition5.2:Let  , be the Shepard kernel based fuzzy transform components of the function  

be given at nodes , where , with respect to the 

Shepard kernel based fuzzy partition  of [a, b] and  of [c, 

d], then the inverse Shepard kernel based fuzzy transform is also defined on the same  points 

, with  and is defined as  

    (9)         

 

Theorem 5.3: Let  be a function assigned on the points , for

. Then for every e >0, there exist two integers  and related Shepard 

kernel based fuzzy partitions  of [a, b] and  of [c, d], 

such that the sets of points  and  are sufficiently dense with 

respect to e  and  e ,  and for every , 

 

 

holds true. 
Proof:  we omit the proof since the proof is the generalization of the Theorem 3 in [12]. 
 
Coding/Decoding of Gray Image by Shepard Kernel Based F-Transform: Let I be a gray image, 

divided in N ´ M pixels. Then I can be treated as a matrix of order N ´ M , whose values lies in the closed 

interval [0, 1]. Thus we can say that I can be treated as a function 

 and  denotes the intensity value of the pixel at  th position in the matrix. Thus for 
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storing this image in computer one needs a space equal to store  real data. We want to compress 

this image so that for storing this image we need real data, where  . Now for 

compressing the image , we define discrete Shepard kernel based fuzzy transform for two variables 
given below: 
 

Definition 6.1.: Let a function  be given at nodes , where 

 . Let  are the Shepard kernel based fuzzy partition of , and 

 are the Shepard kernel based fuzzy partition of , where . 

Then the components , defined for each  and  as,  

                                    

is called the discrete Shepard kernel based fuzzy transform of   
 

Definition 6.2:  Let  , be the Shepard kernel based fuzzy transform components of the function 

 be given at nodes , where , with respect 

to the Shepard kernel based fuzzy partition  of [a, b] and 

 of [c, d], then the inverse Shepard kernel based fuzzy transform is also defined 

on the same  points , with  and is defined as  

   (2)                                    

 

 Theorem6.3:  Let   be a function assigned on the points , for

. Then for every e >0, there exist two integers  and releted Shepard 

kernel based fuzzy partitions  of [a, b] and  of [c, d], 

such that the sets of points  and  are sufficiently dense with 

respect to e  and  e  , and for every , 

 

      

holds true. 
Proof:  we omit the proof since the proof is the generalization of the Theorem 3 in [12]. 
Now we reverse back to our original problem of compression of grey image. Since the image I has 

 pixels we want to approximate this image by image of  pixels with . For 

these purpose we take the discrete Shepard kernel based fuzzy transform of , defined for 

and . Thus after using Shepard kernel based fuzzy transform on  

we will get the components , defined for each  and  as given in 

Definition4.1 with respect to the Shepard kernel based fuzzy partition  of [1, N] 

and  of [1, M]  as given below.  

  (3)               

for   
and      

    (4) 

for   
 

We take these Shepard kernel based fuzzy transform components , defined for each  

and , as our new pixel values for the compressed image. Now for getting the original 
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image we will use inverse Shepard kernel based fuzzy transform as given in Definition6.2 and in this way 
we will get an approximation of the original image from the compressed image. This new image is called 
the decompressed image. The quality of the new image is evaluated by using peak signal noise ratio 
(PSNR) and is given below 

 
Where RMSE means root means square error and is given by the formula  

 

 

Where   is the original array of the gray image and  is the new array of the reconstructed 
image by using inverse fuzzy transform. 
 

Example 6.4:  Consider the following gray image in figure1 of   pixels, whose pixel values lies 
between 0 and 255. The corresponding pixel matrix I of the image is also given below.  
 

                  I=     

 
and the corresponding gray image is given below: 

                                         
Figure 6.1: Gray Image 

 

Now we want to compress this  pixel image to  pixel image. For doing this we need a 

Shepard kernel based fuzzy partition of . Consider 

 be a partition of   with equidistant nodes. Similarly for simplicity of notation we take 

another partition of   as  . With respect to this partition 

we form the Shepard kernel based fuzzy partition of   as 

 with l =3 by using equation (3) and (4). Now with respect to this fuzzy partition 
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we evaluate the Shepard kernel based fuzzy partition by using Definition6.1 and the corresponding 
compressed image matrix is given below:  
 

 
and the gray image corresponding to the above compressed matrix is  
                                                               

 
Figure 6.2: Compressed Gray Image 

This image is the compressed image of the original image. The memory space required in computer to 
store this image is 0.36 times the memory required to the original image. So we can say that this process 
will save the memory location. Also from this image we can get back an approximation of the original 
image by using inverse Shepard kernel based fuzzy transform. If we apply the inverse Shepard kernel 
based fuzzy transform on the compressed image matrix , then we find the following reconstructed 
matrix in round figure: 

 
and the corresponding reconstructed image is given below: 



Mathematical Sciences International Research Journal Volume 7 Spl Issue 5                   ISSN 2278-8697 

 

 
Journal Published by IMRF Journals | Feb 2018 Edition                                                          |    106  
 

 
Figure 6.3: Reconstructed Gray Image from the Compressed Image 

 
For evaluating the quality of this reconstructed image in comparison to the original image we evaluate 
the root mean square error (RMSE) by using MATLAB and is found as equal to 27.6. So we can say that 
in this case the root mean square error is very small and thus our reconstructed image approximates the 
original image. Subsequently we evaluate the PSNR value and is equal to 44.46, which can be treated as 
very good. 
 
This technique can be used for several compressed ratio and the compressed matrix can again be 
compressed by using the same technique. If we use a series of compression for a image, then for getting 
an approximate image of the original image we must do the decomposition of image in reverse 
sequence.   
 
Conclusion: In this paper we have developed a method for compression and decompression of gray 
images by using Shepard Kernel based fuzzy transform method. By using this method we can reduce the 
memory size of the picture since in this method we reduce the data required to store a image. We have 
also shown that form the compressed data we are able to approximate the original data. The method can 
be extended for RGB image also. 
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