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Abstract: An image can be described by an array of mxn pixels. The value of the pixel lies between o
and 255. In this paper we compress an image by using newly defined Shepard kernel based fuzzy
transform and also we reconstruct an approximation of the original image from the compressed image
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R.M.S.E. and P.S.N.R. with respect to the original image.
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Introduction: In classical Mathematics, various types of transforms are introduced (e.g. Laplace
transform, Fourier transform, wavelet transform etc.) by various researchers. In 2001 Irina Perfilieva
introduced fuzzy transform in her paper [3]. Latter on fuzzy transform is applied in to various fields, like
image processing, data mining etc in the papers [5, 10]. The fuzzy transform provides a relation between
the space of continuous functions defined on a bounded domain of real line R and R" .Similarly inverse
fuzzy transform identified each vector of R" with a continuous map. The central idea of the fuzzy
transform is to partition the domain of the function by fuzzy sets.
Definition 1.1([6]): Let [a, b] be an interval of real numbers and x, < x, < ...< x,, be fixed nodes within [a,
b] such that x, = a, x, = b and n > 2 .We say that fuzzy sets A, A,, ..., A, identified with their membership
functions A,(x), A,(x), .....,A,(x) and defined on [ a, b] form a fuzzy partition of [a, b] if they fulfill the
following conditions fori =1, 2, .., n.
A;:la,b] = [o0,1], Ailx)=1
Ai(x) =oif x & (xi-,,Xi.1)
Ai(x) is continuous.
Aj(x) is monotonically increasing on [x;_,x;] and monotonically decreasing on, [ x;, x;.,]
Y1 Ai(x) =1, for all x.
Ai( x;i-x)=A;(x;+x), forallx € [o, h],i=2,.,n-1,n> 2.

A (x)=Ax-h) forall x € [a+h, b] ,fori=2,3,.,n-2,n>2.
Where h is the uniform distance between two nodes.
The shape of basic functions is not predetermined and therefore it can be chosen additionally according
to further requirements.

.O\\:“-P\:“.Nl‘

~

The following figure shows a fuzzy partition of the interval [-4, 4], with triangular membership
functions.
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The following expression gives the formal representation of such triangular membership functions.

—3—x,x € [xq,x;] }
0, otherwise

A =]
and for i = 2,3,...,n— 1.

X = xi—1, if x € [x;-9,x]
Ailx) =41 —x+x; if x € [x;Xi44]
0, otherwise

_PX X1 if x € [xn—l'xn]}
An () _{ 0, otherwise

Fuzzy Transform: In this section we first give the definition of fuzzy transform given by Irina Perfilieva
in 2006.

Definition 2.1([6]): Let f{x) be a continuous function on [a , b] and A,(x), A,(x),...,A.(x) be basis
functions determining a uniform fuzzy partition of [a , b] .The n-tuple of real numbers
[ F, Fy, ..., B, ] such that
[y FG)4; (0)dx
L- [ f A; (x)dx
will be called the F- transform of f'w.r.t. the given basis functions. Real’s F; are called components of the
F-transform.

i=12..,n (1)

Lemma 2.2([5]): Let f be any continuous function defined on [ a, b],but function f is twice
continuously differentiable in (a, b) and A,(x), A,(x),...,A,(x) be basis functions determining a uniform
fuzzy partition of [a ,b]. Then foreach i = 1,2, ...,n

Fi=f(x;) + O(h’)

Proof: Perfilieva (2004) .

Now a question arises in the minds that can we get back the original function by its fuzzy transform.
The answer is we can reconstruct an approximate function to the original function. For that purpose
Perfilieva define inverse fuzzy transform.

Definition 2.3([6]): Let A, A,, ..., A, be basic functions which form a uniform fuzzy partition of [ a , b]

and f be a function from c([ a, b]) . Let F,[ f] = [ F, F,, ..., F;,] be the fuzzy transform of f with respect to
A, A, .., A, . Then the function defined by
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frn (%) = Xiy Fi A; (%)

is called the inverse fuzzy transform of f with respect to A, A,, .., A, .

The following theorem shows that the inverse fuzzy transform can approximate the original continuous
function f'with a very small precision.

Theorem 2.4([8]): Let f, be a continuous functions defined on [a, b]. Then for any € > o there exist n,
and a uniform fuzzy partition A; , Ay, ..., Ay, of [a, b] such that for all x € [a, b]
f) = frn )] = ¢
Note that the Theorem2.4 concerns the continuous, but now we will deal the discrete case, that is we
only know that the function f assumes determined values in some points pq,p2,**,Pm of [a, b] .
Assume that the set P of these nodes is sufficiently dense with respect to the fixed partition, i.e. for each
i =1,2,---,n there exist an index, j € {1,2,:+-,m}, such that Ai(p]-) > 0. Then I. Perfilieva define the
n-tuple [Fy, Fy, -+, F,] as the discrete fuzzy transform of f with respect to {A;,4,,++,A,} , where each
F; ,is given as
Fo= X, f(pj)Ai))
t Yiz14i(p))
fori=1,2,---,n.
Similarly I. Perfilieva also define the discrete inverse fuzzy transform of f with respect to
{Aq,A,, -+, Ay} to be the following function defined on the same set of points {p;, P2, ***, Pm} of [a, b]:
frn(@j) = Xi=1 FiAi(p)) (3)

Analogously to the Theorem2.4, the following approximation theorem can be given:

(2)

Theorem 2.5([7]): Let f(x) be a function assigned on a set P of points pq, P2, ***, Pm of [@, b]. Then for
every € > 0, there exist an integer n(¢) and a related fuzzy partition Aq,A,, -, A, of [a, b] such that,
P is sufficiently dense with respect to A4, 4,, -+, A, and for every p; € [a, b],

f(pj) = fen(pp)| < & j=12,+,m
holds true.

Two Variable Fuzzy Transform: We will consider a rectangle D = [a, b] X [c,d] © R? as a common
domain of all real valued functions. The main idea consists in construction of two fuzzy partition one of
[a, b] and another of [c, d].

Definition 3.1 ([2]): Let a fuzzy partition of [a, b] be given by basic functions {44, 4,, -, A,} with
nodes a = x; < X, <+ < x, = b and another fuzzy partition of [c, d] be given by basic functions
{B1,By, ", By}, with nodes ¢ =y; < y, <+ < y,, = d. Then the fuzzy partition of D is given by
the fuzzy Cartesian product of {Ay, A5, -+, An} X {By, By, -+, By}, with respect to the product t-norm of
these two fuzzy partition.

Definition 3.2 ([7]): Let a fuzzy partition of D is given by {A;,4,, -+, An} X {B1,B3,***, By}, and let
f € C(D). We say that a real matrix F2[f] = [F;;]nxm given by

_ ff fcdf(x,y)Ai(x)Bj(y)dxdy
Pt aB)()axdy

for i=12,-,nandj=12,---,m
is called the fuzzy transform of fwith respect to the given fuzzy partition. The reals F;; are called the
components of the fuzzy transform of f.

(4)

ij

Definition 3.3([6]): Let a fuzzy partition of D is given by {44, A4,,*+, A} X {B1, B3, "+, By}, and let
f €C(D). Let F2[f] = [Fijlnxm be the fuzzy transform of f with respect to {A;,A, -, Ap} X
{B1, By, ", By }. Then the function
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fe(x,y) = XL ¥ BF;j. A (x)B;(y) (5)

is called the inverse fuzzy transform of f for two variables.

Theorem 3.4 ([6]): Let f be a continuous function defined on D. Then for any € > 0, there exist natural
numbers n and m and a fuzzy partition {4y,4,,+,Ap} X {B1,B3,**, B} of D such that for all
(x,y) €D

If(xe,y) = frey)l < e

In the discrete case, we assume that the function f assumes determined values in some points
(pi,qj) € [a,b] X [c,d], where i=12,-,N and j=12,--,M. Moreover the sets, P =
{p1, 02, n} X {41,92, ", qu}, msut be sufficiently dense with respect to the chosen partitions.
In this case Perfilieva define the matrix [Fy;],xm to be the discrete fuzzy transform of f with respect to
{A1, Ay, -+, Ay} X {B1, By, , By}, where foreach k = 1,2,---,nandl = 1,2,---m
P i 2 F(pia;)Ak(PDBi(a)) ©)

el s, SN, Ac(pi)Bi(a))

The discrete inverse fuzzy transform of f with respect to {44, 45,**,Ap} X {B1, B3, ***, By}, to be the
following function which is defined on the same points (pi, q]-) € [a,b] X [c,d],with i=1,2,--,N
andj =1,2,---, M.

fr(pia;) = Xk=1 X% FuA(0)Bi(q)) (7)

Theorem 3.5([6]): Let f(x,y) be a function assigned on the points (p;,q j) € [a, b] X [c,d], with
i=12,-,Nandj = 1,2,---, M. Then for every € > 0, there exist two integers n(g), m(¢&) with respect
to the fuzzy partitions {A1,Ay,*,Ap} X {B1, By, *+, B}, of D, such that the set of points P =
{p1,02 PN} ¥ {491, 92, ", qu}, are sufficiently dense with respect to {A,A4,, -, A} X
{By,By, -, By} and for every (p;,q;) € [a,b] X [c,d], with i =1,2,--,Nandj = 1,2, M.

|f (pia;) — fe(piaj)| < €

holds true.

Shepard Kernel based F-Transform: Shepard Kernels are well known functions in the field of
numerical analysis. In the paper “Approximation properties of fuzzy transform”, by B. Bede and 1.J.
Rudas [2], a new type of fuzzy transform has been introduced by using Shepard kernels as basic
functions, and named these transform as Shepard kernels based fuzzy transform. In this section we
apply these new transform for approximating continuous function and study its applications for
compression and decompression of gray image.

The Shepard kernels basic functions are defined as follows:

Definition 4.1 ([2]): Consider the closed interval[a, b], and a partition of these intervals {y;, Y2, ***, Yk},
then Shepard Kernels 4; fori = 1,2, -+, k is defined as

lx—yl™
I lf X € [a' b]\{yltyZ' 'yk}
A = {3k |x -y
bij if x € {y1, Y2, Vi)

Where §;; is Kronecker’s delta and A is a parameter.
One can check that the range of these Shepard Kernals functions is [0, 1]. Thus we can say that Shepard
Kernels are fuzzy set defined on a closed interval. Also from the definition of the Shepard Kernels it can
be shown that Zle A;(x) = 1. These Shepard Kernels are continuous functions. Thus we can say that
these Shepard Kernels satisfies the important properties of the fuzzy partition of closed intervals defined
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in Definition1.1 except the support of the fuzzy set and B. Bede and I. J. Rudas shows that for proving the
main theorem of fuzzy transform this property is not needed.

Definition 4.2 ([2]): Let [a, b] be any closed interval and f(x) be any real valued continuous functions
defined on [a, b] . Let A; for i = 1,2,-+, k are the Shepard kernels defined on [a, b]. Then the n-tuple of
real numbers [ Fy, Fy, ..., Fj, ] such that

 Jp F@A; dx
T Paiax
is called the Shepard kernels based F- transform of f . Real’s F; are called components of the Shepard
kernels based F-transform.

i=12 ..,k

i

Definition 4.3([3]): Let A, A,, ..., A; be basic functions which form a fuzzy partition of [ a ,b] and f be a
function from C([a, b]). Let F\[f ] = [ F,, F,, ..., Fi] be the Shepard kernel based fuzzy transform of f with
respect to A, A,, ..., Ax . Then the function

fr () = XiZ Fi.A; (x)

is called the inverse Shepard kernel based fuzzy transform.

Now we state the main important theorem of this section.

Theorem 4.4: Let f be a continuous functions defined on [a, b]. Then for any € > o there exist n, and a
Shepard kernel based fuzzy partition A, A,, ..., Ax of [a, b] such that for all x € [a ,b]
|f () = fra@)] = e.

The proof of the above theorem is similar to the proof of Theorem 5.2 in [2].

Example 4.5: Consider the closed interval [0, 4] and let fbe a function defined on [o, 4] as f(x) = x% +
1. We approximate these functions by using Shepard kernel based fuzzy transform. We consider a
partition {o, .5, 1, 1.5, 2, 2.5, 3, 3.5, 4}. Then the graph of the Shepard kernel basic functions taken A=3 is
given below:

a 03 1 135 Z 3 3 33 i

Figure 4.1: Shepard Kernel Based Fuzzy Partition of the Closed Interval [o, 4]

Now we have to evaluate the Shepard kernel based F-transform components of the function f(x) =
x% 4 1, with respect to the above Shepard kernels fuzzy partition. We evaluate these components by
using software MATLAB and the corresponding values are

F, = 1.0484,F, = 1.2958, F; = 2.0442,

F, = 3.2889, F; = 5.0442, F, = 7.2904,
F, = 10.0154, Fy = 13.2143,F, = 16.8166
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Now by using Definition3.3 we evaluate the inverse Shepard kernel based fuzzy transform and the graph
of these approximated curve and the original curve is given below, where red graph is the original curve
and blue graph is our approximated curve:

Figure 4.2: Graph of the Exact Function and The Graph of the Approximated Function

From the above figure we can see that the Shepard kernel based fuzzy transform approximates
continuous functions very much accurately.

Two Variable Discrete Shepard Kernel based F-Transforms:
Definition 5.1.: Let a function f(x,y) be given at nodes(pi, q]-) € [a, b] X [c,d], where = 1,2,-:-, N,
j=12,--,M . Let A;(x),A,(x), -+, A, (x) are the Shepard kernel based fuzzy partition of [a, b], and
B:(¥),B,(y) -+, By (y) are the Shepard kernel based fuzzy partition of [c,d], where n K N, m < M.
Then the components[Fy;], defined foreachk = 1,2 ,---,nandl =1,2,+--,mas,
YL YN, f(puaj)Ai@)Bj(a))

Fia = = Z?ﬁl N Ai(p)Bj(q)) ()
is called the discrete Shepard kernel based fuzzy transform of f(x,y).
Definitions.2:Let Fy,; , be the Shepard kernel based fuzzy transform components of the function f(x,y)
be given at nodes (pi,qj) € [a,b] X [c,d], where i =1,2,:-,N, j=1,2,--+,M, with respect to the
Shepard kernel based fuzzy partition A;(x), A, (x) -+, A, (x) of [a, b] and B; (), By (y) -+, By (¥) of [c,
d], then the inverse Shepard kernel based fuzzy transform is also defined on the same points (pi, q j) €
[a,b] X [c,d], withi =1,2,--+,N, j =1,2,---, M and is defined as

fim(Po4;) = Zh=1 X% FuAi () Bi(q)) (9)

Theorem 5.3: Let f(x,y) be a function assigned on the points (pi,qj) € [a,b] X [c,d], fori =
1,2,:=-,N, j =1,2,-:-, M. Then for every ¢ >0, there exist two integers n(g), m(¢) and related Shepard
kernel based fuzzy partitions A;(x), A,(x) -+, A,(x) of [a, b] and B;(y), By (¥) -**, B,(y) of [c, d],
such that the sets of points P = {p1,p,, ", pn} and Q = {q1,q2, '+, qu} are sufficiently dense with
respect to {Ay, Ay, Apy} and  {By,B; -, By}, and for every (pl-,qj) € [a,b] X [c,d], i €
{1,2,---,N}, j€{1,2,--,M}

F
|f(pi’qj) - fnm (pi' q]')| <e
holds true.
Proof: we omit the proof since the proof is the generalization of the Theorem 3 in [12].

Coding/Decoding of Gray Image by Shepard Kernel Based F-Transform: Let I be a gray image,
divided in N x M pixels. Then I can be treated as a matrix of order N x M , whose values lies in the closed
interval [o, 1]. Thus we can say that I can be treated as a function I : {1,2,:-,N} x {1,2,:--,M} —
[0,255] and I(i, ) denotes the intensity value of the pixel at (i,j)th position in the matrix. Thus for
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storing this image in computer one needs a space equal to store N. M real data. We want to compress
this image so that for storing this image we need nm,real data, where n < N,m < M. Now for
compressing the image I(i, j), we define discrete Shepard kernel based fuzzy transform for two variables
given below:

Definition 6.1.: Let a function f(x,y) be given at nodes(pl-, qj) € [a, b] X [c,d], where = 1,2, N,
j=12,-,M . Let A;(x),A5(x), -, A, (x) are the Shepard kernel based fuzzy partition of [a, b], and
B1(y), B2 (y) -+, By (y) are the Shepard kernel based fuzzy partition of [c,d], where n << N,m « M.
Then the components[Fy; ], defined foreachk =1,2,--,nandl =1, 2,:--,m as,

F, = Zyﬂ%\’q fl\gpi’Qj)Ai(pi)Bj(Qj)
Yj=12i=14i(pi)Bj(q;))
is called the discrete Shepard kernel based fuzzy transform of f(x,y).

Definition 6.2: Let Fy; , be the Shepard kernel based fuzzy transform components of the function
f(x,¥) be given at nodes (p;, q;) € [a,b] X [c,d], where i = 1,2,-+,N, j = 1,2,---,M, with respect
to the Shepard kernel based fuzzy partition A;(x),A,(x),A,(x) of [a, b] and
B1(¥),B,(y) -+, B (y) of [c, d], then the inverse Shepard kernel based fuzzy transform is also defined
on the same points (pi, qj) € [a,b] X [c,d], withi = 1,2,--,N, j = 1,2,--, M and is defined as

fin(Pia;) = Tiot X124 FuAe(@)Bi(q) @

Theorem6.3: Let f(x,y) be a function assigned on the points (pi,qj) € [a,b] X [c,d], fori =
1,2,-,N, j=1,2,---, M. Then for every ¢ >0, there exist two integers n(¢), m(€) and releted Shepard
kernel based fuzzy partitions A;(x), A, (x) -+, A, (x) of [a, b] and B;(y), By (¥) -**, By, (¥) of [c, d],
such that the sets of points P = {p1,p,, ", pn} and Q = {q4,q2, '+, qu} are sufficiently dense with
respect to {Aq, Ay, Ay} and  {By,B;,Byy»} , and for every (pl-,qj) € [a,b] X [c,d], i €
{1,2,,N}, j € {1,2,, M}

F0a) = fom (Pod))| < ¢
holds true.
Proof: we omit the proof since the proof is the generalization of the Theorem 3 in [12].
Now we reverse back to our original problem of compression of grey image. Since the image I has
N X M pixels we want to approximate this image by image of n X m pixels with n < N,m < M. For
these purpose we take the discrete Shepard kernel based fuzzy transform of [ (i,j), defined for
i={1,2,--,N}and j = {1, 2, -+, M}. Thus after using Shepard kernel based fuzzy transform on I (i, j),
we will get the components[Fy;], defined for each k =1,2,--,n and [ =1,2,---,m as given in
Definitiong.1 with respect to the Shepard kernel based fuzzy partition A;(x), A;(x) -+, A, (x) of [1, N]
and B (y), Bo(y) -+, B (y) of [1, M] as given below.

=4
ne) = |Gy TRELANLZ o)
8i; ifx €{1,2,,n}
fori=1,2,--,n
and
Wi e e (1, MI\(1,2, -, m)
Bi(y) =4 . y-il" R )

i ifx €{1,2,-,m}
forj=1,2,---,m

We take these Shepard kernel based fuzzy transform components[Fy;], defined for each k = 1,2,:-,n
and [ =1,2,---,m, as our new pixel values for the compressed image. Now for getting the original
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image we will use inverse Shepard kernel based fuzzy transform as given in Definition6.2 and in this way
we will get an approximation of the original image from the compressed image. This new image is called
the decompressed image. The quality of the new image is evaluated by using peak signal noise ratio
(PSNR) and is given below

PSNR — Zﬂlngm%,

Where RMSE means root means square error and is given by the formula

N M oY F 2

i=12j:1(A(l:]) Anm)
N XM

RMSE =

Where A(,]) is the original array of the gray image and A%, (i, ) is the new array of the reconstructed
image by using inverse fuzzy transform.

Example 6.4: Consider the following gray image in figurer of 10 X 10 pixels, whose pixel values lies
between o and 255. The corresponding pixel matrix I of the image is also given below.

r 24 34 43 54 68 81 104 123 132 152
28 32 45 56 78 83 88 92 121 147
48 72 98 111122 142164 185 205 225
5768 97 118 149 175 195 210 225 240
7485106118138 151172185150 110
43 58 64 78 85 95 103 112 127 138
87105 132154178210 217 216 232 254
53 67 78 92 112 115 126 135140 145
110 134 158 178 137107 87 72 6348
168 67 78 100110118128 145 154174

and the corresponding gray image is given below:

Figure 6.1: Gray Image

Now we want to compress this 10 X 10 pixel image to 6 X 6 pixel image. For doing this we need a
Shepard kernel based fuzzy partition of [1,10] X [1,10]. Consider x; = 1 < x, < x3 < x4 < x5 <
Xe¢ = 10 be a partition of [1,10] with equidistant nodes. Similarly for simplicity of notation we take
another partition of [1,10]asy; =1 <y, < y3 <y, < Y¥s5 < Y = 10 . With respect to this partition
we form the Shepard kernel based fuzzy partition of [1,10] X [1,10] as {A;, Ay, A3, Ay, As, Ag} X
{B4, B;, B3, B4, Bs, B¢} with & =3 by using equation (3) and (4). Now with respect to this fuzzy partition
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we evaluate the Shepard kernel based fuzzy partition by using Definition6.1 and the corresponding

compressed image matrix is given below:

27279 412349 638196 907230 119.7865 145.5039
45,8051 718842 1002276 1296225 1595120 1909011
68,7610 687810 1306352 1696745 1696016 174.3629
68,7457 92431 1224641 1520401 1636268 1604958
607324 1055583 1256623 117.7631 117.2185 116:5984
800114 942034 1178059 117.1180 1264269 140.3359-

and the gray image corresponding to the above compressed matrix is

Figure 6.2: Compressed Gray Image
This image is the compressed image of the original image. The memory space required in computer to
store this image is 0.36 times the memory required to the original image. So we can say that this process
will save the memory location. Also from this image we can get back an approximation of the original
image by using inverse Shepard kernel based fuzzy transform. If we apply the inverse Shepard kernel
based fuzzy transform on the compressed image matrix , then we find the following reconstructed

matrix in round figure:

46 64 72 98 101 129
66 69 70 124 128 163
68 70 79 123 130 167
68 &5 91 119 123 151
70 86 93 120 133 148
80 97 105 123 125 117

and the corresponding reconstructed image is given below:

133
165
170
153
150
117

- 4F 37 41 6l 64 90 93 120 127 146 1
30 45 51 76 79 107 110 126 145 155

160 169
185 191
188 173
165 172
170 185
117 118

80 95 101 120 122 118 118 92 82
L78 83 88 105 120 128 136 156 162

191
195
154
186
198
116
76
184
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Figure 6.3: Reconstructed Gray Image from the Compressed Image

For evaluating the quality of this reconstructed image in comparison to the original image we evaluate
the root mean square error (RMSE) by using MATLAB and is found as equal to 27.6. So we can say that
in this case the root mean square error is very small and thus our reconstructed image approximates the
original image. Subsequently we evaluate the PSNR value and is equal to 44.46, which can be treated as
very good.

This technique can be used for several compressed ratio and the compressed matrix can again be
compressed by using the same technique. If we use a series of compression for a image, then for getting
an approximate image of the original image we must do the decomposition of image in reverse
sequence.

Conclusion: In this paper we have developed a method for compression and decompression of gray
images by using Shepard Kernel based fuzzy transform method. By using this method we can reduce the
memory size of the picture since in this method we reduce the data required to store a image. We have
also shown that form the compressed data we are able to approximate the original data. The method can
be extended for RGB image also.
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